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Scope

OpenNebula provides a variety of ways for Virtual Machines and containers to access storage. It supports
multiple traditional storage models including NAS, SAN, NFS, iSCSI, and Fiber Channel (FC), which allow
virtualized applications to access storage resources in the same way as they would on a regular physical
machine. It also supports distributed Software-Defined Storage (SDS) models like Ceph, GlusterFS, StorPool,
and LinStor, that allow you to create and scale elastic pools of storage and hyperconvergence deployments.
Deciding which is the right storage backend for your cloud depends on your performance, scalability, and
availability requirements; your existing storage infrastructure; your budget for new hardware, licenses, and
support; and your skills and the IT staff you want to dedicate to its operation. This report describes
OneStor, a local direct attached storage solution enhanced with caching, replica and snapshotting
mechanisms that has been specially designed for OpenNebula cloud infrastructures. OneStor brings
significant benefits to any enterprise, with a clear reduction in complexity, resource consumption and
operational costs.

What Is OpenNebula?

OpenNebula is a SRZ HIXOEXWHDM VR X\VH RSHQ VRXUAH VROMRQ VR EXLES DQG P DQDI H ( QUALBUVH &@RXGV
that combines existing virtualization technologies with advanced features for multi-tenancy, automatic
provision, and elasticity to offer on-demand virtualized services and applications. It provides a single,
feature-rich and flexible platform with XQ-+HGP DQ DHP HQ Wl ,7 1Q IDWAMKXPWIH DQG DSSTFDVRQMthat
DYRIGVYHQ BURMN Land UHGXAHVFRP SGf IW UIHVRXUAH FRQ P SVIRQ DQG RSHUDARQDOARWY
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)LIXWH Available solutions for container orchestration with OpenNebula.
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OpenNebula manages:

" $Q $SSOMVMRQCombine containers with Virtual Machine workloads in a common shared
environment to offer the best of both worlds: mature virtualization technology and orchestration
of application containers.

" $Q ,Q IDWMIKAXW Unlock the power of a true hybrid and multi-cloud platform by combining edge,

public, hosted, and private cloud operations.

$Q 9LLWXDY DARQIntegrate multiple types of virtualization technologies to meet your workload

needs, from a fully virtualized environment to system containers and serverless deployments.

A standard OpenNebula Cloud Architecture consists of the &®RXG0 DQ DHP HQ \BOMMWith the Front-end
node(s), and the &@RXG,Q IDMKPXH made of one or several workload Clusters with the hypervisor nodes
and the storage system, which can be located at multiple geographical locations, all interconnected with
multiple networks for internal storage and node management, and for private and public guest (VM or
container) communication.

The OpenNebula Cloud Infrastructure can combine multiple clusters with different configurations and
technologies to better meet your needs. In general, there are two types of OpenNebula Clusters:

? &XWRP ] HG&OMMU(based on either VMware' or open source? technology), which are typically
deployed on-premises to meet specific requirements.

( GIH&OXWIAY (based on a combination of open source technologies), which can be deployed on
demand both on-premises and on public cloud and edge providers, with a high degree of
integration and automation. {

One of the key components for performance, scalability, and reliability in your cloud is the storage solution.
In VMware cloud deployments, OpenNebula interacts as a consumer of vCenter storage, and as such, it
supports all storage backends that can be mounted by ESX, including Fiber Channel SAN, local disks, and
NFS shares. In open source cloud environments, OpenNebula supports all the existing major storage
solutions and choosing the right storage to meet various performance, scalability, availability and cost
requirements can be a challenging and time consuming task. This white paper introduces the storage
solutions supported by the OpenNebula software and describes OneStor, the recommended storage
solution with a very simple design that avoids vendor lock-in and reduces complexity, resource
consumption, and operational costs.

Cloud Storage Solutions
OpenNebula, through its Datastore model, supports the following four main types of storage solutions:
/ RADO  LLHPAS WIDFKHG 6VIRUDI H{

This storage configuration uses a centralized storage area for the VM disk image repository and the local
DAS (Direct Attached Storage) area of each host to run VMs. Local Storage solutions are the most cost
effective and efficient approach but do not provide any inherent recovery mechanism when a node fails.

2 Q |VRUs a loca Gtorage solution enhanced with FDRKIQ J UHS@D EDANXS DQ GQ BWKRWIQ JP HRKDQMWP V
that brings recovery and migration enterprise features while maintaining its low-maintenance and low-cost
benefits.

{

" https://support.opennebula.pro/hc/en-us/articles/206652953-VMware-Cloud-Reference-Architecture-White-Paper
2 https://support.opennebula.pro/hc/en-us/articles/204210319-Open-Cloud-Reference-Architecture-wWhite-Paper
* https://support.opennebula.pro/hc/en-us/articles/360050302811-Edge-Cloud-Architecture-White-Paper
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1 HVZ RN $ WIDFKHG 6VRUDI H

This storage configuration assumes that your hosts can access and mount shared file volumes located on a
NAS (Network Attached Storage) server, typically an 1$6 GHYIlRHor an 1) 6 VHUYHUN small deployments.
OpenNebula integration with * OO\MAY 6or / XWAHs performed through the NAS configuration. These
shared volumes both store the VM disk images and provide storage area to run VMs.

6VRUDIH$ UHD 1 HVEZ RUN

This storage configuration assumes that hosts have access to block-level storage devices (LUNs) exported
by an Storage Area Network (SAN) server using a suitable protocol like 16&6,or ) [EHU&KDQ Q®The Hosts
interface the devices through the /90 abstraction layer. Virtual Machines run from an LV (logical volume)
device instead of plain files. This reduces the overhead of having a filesystem in place and thus it usually
increases 1/O performance. SAN solutions are more expensive and complex to set up and manage, but
provide better performance. They offer the speed of DAS with the sharing, flexibility, and reliability of NAS.

" DAMEXVHG 6\ WHP V

This storage configuration assumes a Software-Defined Storage (SDS) system that is distributed on multiple
file servers or multiple locations. While they are designed to offer high scalability and availability, the
deployment and operation of these storage platforms require experience, greater financial investment,
dedicated hardware (sometimes following a hyperconverged model), and a significant amount of human
resources. OpenNebula integrates with distributed systems like &HSK /1Q 8RUand 6VRBRR(S5ome of these
solutions were designed following a hyperconverged approach and others, like Ceph, were designed to
build dedicated storage clusters and their deployment in hyperconverged architectures usually results in
very poor performance and a balance between storage and compute needs that is difficult to achieve.

2 VKHU

OpenNebula also bringsa 507 ' HYIFHO DSSIQ J,P DIHDatastore that enables raw access to block devices
on Nodes for fast VM deployments due to a non-existent transfer operation from the Image Datastore to
the System Datastore, and 16&6, /lEYIWMatastore that is used to register the already existing iSCSI volume
available to the hypervisor Nodes.

Native Storage Drivers by Vendors Other Drivers
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Drivers in the OpenNebula distribution

SUPPORTED STORAGE BACKENDS

) LJIXWH Storage solutions supported by OpenNebula.
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OneStor Performance and Availability

OneStor is a storage solution fully supported by OpenNebula Systems that has been developed for the
efficient management of disk images in OpenNebula cloud environments. OneStor is one of the multiple
storage solutions® that can be used to build Customized Clusters and the one that we have selected as the
native storage solution for OpenNebula Edge Clusters.

OneStor has been designed to meet the following functional requirements:

$HHWVR H VLD D SXEQF DQ GQ M D SUYDM P DINHVB@AHMVhat act as global image
repositories. Examples include OpenNebula Marketplace or Docker Hub, but also private HTTP
repositories or container registries.

0 IQR JHLP DIHWDQ WHUIQ JZ VK LP DI HFDAKIQIwhen Clusters consist of a large number of nodes
or when they have been deployed remotely and are connected over public internet links.

Install 5HS@FDBHUYHW/Z IMKLQ HDFK & OXAUVR LQ BHDVH DYDLMELDW {

0 O P JHDSS@MVRQ, 2 SHURWP DQ Fo provide native physical storage IOPS and latency
performance.

6P S GHS®\ P HQ WIR UHGXFH VKH FRP SG{ LW DQGVFKQR®J\ | RRVBUQVEF the solution.

Allow @QYHP LJUMRQacross hosts within a Cluster to simplify operation and maintenance.

Provide SHMWHQ W/RWDI Hor the stateful applications, schedule UHREXUIQ MQ BVKRWobf a volume,
and VAKHGX®!I IHEXUIQ JEDANXSMo NFS, HTTP or S3-compatible secondary storage without
disrupting running workload.

al OpenNebula
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J

)LIXWH The 3-tier architecture of the OneStor storage system {

* https://docs.opennebula.io/stable/open_cluster_deployment/storage_setup/index.html
* https://docs.opennebula.io/stable/management_and_operations/edge_cluster_management/index.html

{
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Application images are based on files with THRZ |RUP DWb reduce file transfer and instantiation times,
ease backup solutions, and implement advanced features like snapshotting in an efficient way. OneStor
combinesa VIHUJ REDODUKIVARVUH or application image distribution with an enhanced 66+ \WDQ WHY
P RGHwith WHS@DFOKIQ and WQ BWKRWIQ that greatly improves its VFD@ELDA, SHURWP DQ Hand
WHIDELDN ,P DI HVFDQ EH SHUMMMQ &id their changes copied back to the Image Datastore after VM
shutdown.

71HU$ URKIVARAUH I RU,P DIH" DMIEXVIRQ

OneStor implements a 3-tier global architecture for image distribution:

" 7IHU  * ®REDQD DINHVBMAHVThis tier consists of the remote servers and storage implementing the
global application image repositories.

*  7IHU  ,PDIH' DDWRWHVThis tier consists of the zone Image Datastores in the Front-end and
provides the primary image storage location for the OpenNebula instance.

TT7IHU &OMMUS HS@ADY Application images are cached within a Cluster in dedicated replica hosts
to minimize image transferring.

$ SSAFMRQ, P DIH &DAKILQ JLQ 5 HSAMFD 6HUYHW/

The replica mode caches the images in Replica Servers within each Cluster so they are available close to the
hypervisors to reduce the bandwidth requirements to the tier-2 image datastore servers and considerably
reduce deployment times. This is especially important in highly distributed deployments where copying
images from the tier-2 Front-end to the tier-3 Cluster hypervisors could be very slow.

6Q BVKRWDQ G DXOWRGIDQ A

Availability is a critical aspect of cloud architecture design, mostly when it comes to application data
recovery, and integrity. OneStor provides snapshot built-in capabilities to achieve high availability and
guarantee that your data and services are always available. Moreover, maintenance work can be performed
while the system is operating and host failures can be mitigated thanks to the support for application

QVH P LI UDARQZ IMKLQ FOMIAY/

The 3-Tier Replica Storage Architecture implements an availability system based on SHURGFW BWKRWthat
are used to recover from VM and host failures by fencing the node to prevent split-brain conditions (soft,
because of local I/O) and automatically restarting the application in another node. Application snapshots
are kept within the Cluster (tier-3) to enable fast recovery from the last application checkpoint.

The snapshot operation does not impact the I/O of neighbouring applications because it is based on the
QEMU Redirect-on-Write feature, nor the available network bandwidth because it uses a delta-transfer
algorithm to reduce the information transferred to the Cluster replica server. Another important aspect to
consider is the VM recovery time. Compared to recovering a VM without any snapshot the time is similar, as
the base images are already located on the Cluster replica (tier-3) and the only additional overhead is the
transfer of the disk snapshot, already available in the Cluster as well.

Availability can be improved within each node by +: WHSODARQHD Raid and NIC) and network paths, and
within the application by implementing DSSOFDMRQ ®GiYHO+ $, when data and application state integrity is
required, across multiple clusters.

SHURGF DANXS

OneStor supports SHURGF IP DJHEDANXSMo a private Marketplace based on NFS, HTTP or S3-compatible
secondary storage.
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$ SSAFDMRQ,P DIH" HSA P HQ \BHU RWP DOFH

Disk images are transferred between the Image and System Datastores in each host’s local storage to
maximize 1/O performance. The expected deployment times depend on the interconnection links between
tiers® and disk sizes, achieving times of a few seconds for cached images.

$SSADIRQ, 2 3HURWP DQ A

The applications run from the direct attached storage of the hosts to maximize the available I/O
performance delivered to the applications. The I/O performance is close to that of the native host and it is
only impacted by the virtualization layer.

+DUEZ DHSHTXUWHP HQ W

OneStor has been implemented with lightweight technology components that already exist in the Linux
operating system to accommodate any deployment model both on physical and virtual resources, increase
the reliability of the storage backend, and translate into modest hardware requirements, like SATA SSDs
and 10 gigabit networks. Moreover, its deployment follows a hyperconverged approach that does not
require dedicated servers to implement a distributed storage system. This reduces the complexity of the
solution, enabling the use of the local storage area of the Cluster’s hosts.

Cloud Storage Comparison

Choosing the best storage option for your business really comes down to deciding which criteria are most
important. Once you know which factors are essential to your cloud operations, you can find the storage
option to fit your particular needs.

" 3HURW DQ AWhat is the expected performance of running applications and the potential impact
of the underlying storage solution?

”  6FDDMELDN How does the storage solution scale with the cloud infrastructure?

” $YDIEION What would Kappen if you lost files? Can you recover workload running when a node
fails? From what state? \@hat is the time for recovery? What would downtime do to your business?

"+ DU DH1 HHGYHow much do you have to spend?

" 0 DQ WD D EDo you have dedicated IT staff to manage your $9stem?

" (QMIBUMHBXSSRW\Can | get 24/7 support for the storage? At what cost?

$SSADMRQ, 2{ Direct attached storage with Dedicated, high-performance CPU, network, and disk
3HURWP DA optimal performance storage system contention that may
diminish performance

6FD@ELMNV{ Medium-sized clusters and Medium-sized clusters and any Could support very
any number of clusters number of clusters large-scale clusters
$YDIMELDN{ Periodic snapshots in replica Provided by the data storage Replication across hosts
hosts device
+DUEZ DUH 1 HHGY No need for additional Data storage device Additional dedicated
&D§[ { hardware hardware and network

consumption

¢ https://support.opennebula.pro/hc/en-us/articles/360050302811-Edge-Cloud-Architecture-White-Paper

{
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0 DLQAQDQRH{ Minimal Medium Complex
28([ {
(QMBUM  OpenNebula E2E support By third-party vendor By third-party vendor
GXZSS(REJ/} (included in OpenNebula (additional cost) (additional cost)

subscription)

Our recommendation is to adopt OneStor unless you are planning to build very large-scale clusters or you
are supporting complex, mission-critical applications.

Summary

In this report, we have described OneStor storage configuration and illustrated a comparison between
OneStor and the rest of the storage solutions supported by OpenNebula. Choosing the right cloud storage
platform is crucial. A wrong decision may result in severe delays, long-term vendor lock-in situations, and an
increased TCO. We have demonstrated that OneStor can bring MJQ-+FDQ \WHQ HWfor any enterprise with a
clear LHGXPIRQLQRRP SGf W WHVRXUAH FRQ P SVIRQ DQG RSHIDARQDOARWV You can enjoy a single vendor
experience since OpenNebula Systems offers Enterprise support for the complete software stack through
its OpenNebula 6RIVEZ DHBXEVFUSVIRQand offers managed cloud services through a new OpenNebula {

0 DQ DHGB6XEVAUSVIRGs0 your team can forget about infrastructure and focus on business workloads.

Ready for a Test Drive?
You can evaluate OpenNebula and build a cloud in just a few minutes by using P Q2.1 (,” our deployment

tool for quickly installing an OpenNebula Front-end inside a Virtual Machine or a physical host, which you
can then use to easily add remote Edge Clusters based on KVM, LXC or Firecracker.

MINIONE

" https://minione.opennebula.io

{
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Our experts will help you design, Get access to our Enterprise Edition Our team of experts can fully
integrate, build, and operate an and to our support and exclusive manage and administer your

OpenNebula cloud infrastructure services for Corporate Users { OpenNebula cloud for you {
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© OpenNebula Systems 2021. This document is not a contractual agreement between any person, company, vendor, or interested
party, and OpenNebula Systems. This document is provided for informational purposes only and the information contained herein
is subject to change without notice. OpenNebula is a trademark in the European Union and in the United States. All other
trademarks are property of their respective owners. All other company and product names and logos may be the subject of
intellectual property rights reserved by third parties.
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